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	Reason for change:
	To address the 3 Editor’s notes left  in 6.2C

Editor’s Note: Procedure of MTLF registration and discovery with respect to FL is FFS.

1. Propose the registration and discovery procedure for FL in 6.2C.1. MTLF (FL server or FL client) register s to NRF with its NF profile, so the FL server and FL clients can be selected when FL is needed.

Editor’s Note: Definition of FL capability is FFS.

2. Clarify that the FL capability type can be FL server or FL client.

Editor’ Note: Further details on providing the accuracy of FL model process is for FFS.

3. Propose the exchanging process of model metric among consumer, FL server and FL client.

To address the following key issues left in clause 6.2C
Editor's note:	Definition of FL capability and whether FL capability includes computation capability is FFS.
The proposals are as follows:
Proposal-1:
FL client NWDAF should consume local computation resources to train the local model with its local data sets. Thus, when selecting a FL client NWDAF, it should be considered that the FL client NWDAF has access to the necessary training data set and that the FL client NWDAF has enough computation resource to accomplish the FL training task in time. Data availability by the FL Client NWDAF is already specified while the computation capability is not specified in current version. Notice that “Time interval supporting FL” which means whether the FL client NWDAF is available to carry out the training task is already defined. It can be considered as one kind of  “computation capability”. So it is proposed to define FL computation capability including FL computation resource and Time interval supporting FL. It can also resolve the following ENs:
Editor’s Note: Additional criteria for FL server to discover FL clients from the NRF (e.g. data availability) is FFS.
Editor’s Note: Other parameters in the preparation request and the definition of “Available data requirement” and “availability time requirement” are FFS.
Proposal-2:
More details are added to clarify the meaning of available data requirement and availability time requirement.

To address the following key issues left in clause 6.2C.2.2
Editor's note: It is FFS how the global model metric is derived during the procedure for Federated Learning among Multiple NWDAF.
According to the conclusion of KI#8 in TR 23.700-81, principle 5 stated that “FL server can also compare the accuracy from the FL clients with the accuracy calculated by itself, if the FL server has enough data to calculate the accuracy.” Accuracy is one type of model metric, the calculation of model metric should be processed accordingly. There are also other mechanisms for the FL server to aggregate the global accuracy, such as calculating the average of the local accuracy equally or calculating the weighted accuracy according to the scale of  local data sets. The detailed aggregating mechanism is out of scope of 3GPP.
Therefore, the proposals are as follows:
Proposal-3:
Two methods to calculate the global model metric are added to resolve the EN. One is to calculate the metric with the FL server NWDAF’s data set, the other is to calculate the metric based on the local metrics.
Proposal-4:
A NOTE is added to clarify that the detailed mechanism of aggregating the global metric is out of scope of 3GPP.
Proposal-5:
The terminology of FL client NWDAF and FL server NWDAF is updated to align with the description part of clause 5.X (S2-2301460) agreed in #154AH

	
	

	Summary of change:
	Update the Federated Learning procedure in 6.2C to remove 3 ENs, FL computation capability is defined and clarifications about available data requirement and availability time requirement are added to resolve the ENs in clause 6.2C. Two methods to calculate the global model metric are added to resolve the EN.
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[bookmark: _Toc122419260]6.2C	Federated Learning among Multiple NWDAFs
[bookmark: _Hlk124865823]6.2C.1	GeneralDescription
This clause specifies how NWDAF containing MTLF can leverage Federated Learning technique to train an ML model. , in which there is no need for input data transfer (e.g. centralized into one NWDAF) but only need for cooperation among multiple NWDAFs (MTLF) distributed in different areas i.e. sharing of ML model(s) and of the learning results among multiple NWDAFs (MTLF).
[bookmark: _Toc122419262]6.2C.2	Procedures
[bookmark: _Toc122419263]6.2C.2.1	Registration and Discovery procedure for Federated Learning


Figure 6.2X.2.1-1: Registration and Discovery procedure for Federated Learning
1-3.  NWDAF containing MTLF as FL Server NWDAF or FL Client NWDAF registers to NRF with its NF profile, which includes NWDAF NF Type (see clause 5.2.7.2.2 of TS 23.502 [3]), Analytics ID(s), Address information of NWDAF, Service Area, Data availability, Time Period of Interest, FL capability information including FL capability Type (i.e. FL server or FL client) and FL computation capability (i.e. FL computation resource and Time interval supporting FL) as described in clause 5.2. 

4-6  NWDAF containing MTLF determines ML model requires FL based on Analytic ID, Service Area/DNAI or data can not be obtained directly from data producer NF (e.g. due to privacy reasons).
If the NWDAF containing MTLF can not perform as FL Server NWDAF, the MTLF first discovers and selects FL Server NWDAF from NRF by invoking the Nnrf_NFDiscovery_Request service operation. The following criteria might be used: Analytic ID of the ML model required, Model filter information as defined in TS 23.288 [5], FL capability Type (i.e. FL server), If FL Server NWDAF is currently doing a FL for the Analytics ID, Time Period of Interest, Service Area.
Once the FL Server NWDAF (the requested or the selected one) is determined, it discovers and selects other NWDAF(s) containing MTLF as FL Client NWDAF(s) from NRF by invoking the Nnrf_NFDiscovery_Request service operation. The following criteria might be used: Analytic ID of the ML model required, FL capability Type (i.e. FL client), FL computation capability, Service Area, Data availability by the FL Client NWDAF, Time Period of Interest, Interoperability Indicator.

7.  FL Server NWDAF sends Federated Learning preparation request to the FL Client NWDAF(s) with Interoperability information. In the preparation request, the following parameters may be added: Available data requirement, availability time requirement. The selected FL client NWDAF should support the data availability and FL computation capability to work as a FL client NWDAF for the FL model training. Available data requirement and availability time requirement are used to request the FL client NWDAF to train the local model with required data in required time interval.
[bookmark: _Hlk124952381]
8.  FL Client NWDAF(s) decides whether to join the Federated Learning process based on its availability, computation and communication capability, and Interoperability information.
9.  FL Client NWDAF(s) sends response to FL Server NWDAF indicating if it will join the FL procedure.
10.  FL Server NWDAF conducts selection of FL Client NWDAF(s).
6.2C.2.21	General procedure for Federated Learning among Multiple NWDAF Instances


Figure 6.2C.2.21-1: General procedure for Federated Learning among Multiple NWDAF
      0.	The consumer (NWDAF containing AnLF) sends a subscription request to NWDAF containing MTLF to   retrieve a ML model, using Nnwdaf_MLModelProvision service as defined in TS 23.288 [5], including Analytics ID and ML model filter information as described in TS 23.288 [5], the NWDAF containing MTLF can be a FL server (Server NWDAF) with FL server capability or a MTLF without FL server capability., model metric (e.g., accuracy, precision, recall, etc), pre-determined status (e.g. requested accuracy level and/or total training time) and/or periodically reporting condition (e.g. training round/time).

NOTE 1: The requested accuracy level can be used to indicate the target accuracy level of the training process, and the FL Server NWDAF may report to the consumer and then stop the training process when the requested accuracy level is achieved during the training process.

Editor's note:	Procedure of MTLF registration and discovery with respect to FL is FFS.
Editor's note:	Definition of FL capability is FFS.
1.	Server NWDAFFL Server NWDAF sends a request to the selected NWDAF containing MTLF(Client NWDAFFL Client NWDAF) that participates in the Federated learning to perform the local model training for Federated Learning, including model metric. FL Server NWDAF includes initial ML Model Information, a Federated Learning execution flag, FL Correlation ID, guideline information (e.g., maximum response time for FL Client NWDAF to provide interim local ML model information) in the preparation message. 
2.	Each Client NWDAFFL Client NWDAF collects its local data by using the current mechanism in clause 6.2 of TS 23.288 [5].
3.	During Federated Learning training procedure, each Client NWDAFFL Client NWDAF further trains the retrieved ML model from the FL Serverserver NWDAF based on its own data, and reports interim local ML model information to the FL Server NWDAF. Each FL Client NWDAF also computes local model metric and reports it to the FL Server NWDAF. 
The ML model information are exchanged between the Client NWDAFFL Client NWDAF(s) and the Server NWDAFFL Server NWDAF during the FL training process. 

Editor's note:	The ML model information exchanged between the Client NWDAF(s) and the Server NWDAF is FFS.
Editor's note:	The services in step 1, 3, 5a and 6 to enable FL based ML model training is for FFS, and the Figure 6.2C.2.1-1 will be updated accordingly.
4.	The Server NWDAFFL Server NWDAF aggregates all the local ML model information retrieved at step 3, to update the global ML model.  The FL Server NWDAF may also compute the global model metric by itself if the FL server NWDAF has enough data. The FL server NWDAF may also calculate the global model metric based on the local model metrics of the FL Client NWDAF.
NOTE X: How the FL server NWDAF calculate the global model metric based on the local model metrics (e.g. according to the scale of data sets or with equal weight etc.) is out of scope of 3GPP.

5a.	[Optional] Based on the consumer request, the Server NWDAFFL Server NWDAF updates the training status (e.g., global model metrican accuracy level) to the consumer periodically (one or multiple e.g. a certain number of rounds of training rounds or every 10 min, etc.) or dynamically when some pre-determined status  (e.g. some accuracy level) is achieved (e.g. the requested accuracy level is achieved or training time expires).
5b.	[Optional] Consumer decides whether the current model can fulfil the requirement, e.g. global model metric is satisfactory for the consumer. e.g. accuracy and time. The consumer modifies subscription (stops or continues the training process) according to the consumer decision.
 if the current model can fulfil the requirement.
Editor's note:	Further details on providing the accuracy of FL model process is for FFS.
5c. [Optional]	According to the request from the consumer, Server NWDAFFL Server NWDAF updates or terminates the current FL training process.
6.	If the FL procedure continues, Server NWDAFFL Server NWDAF sends the aggregated ML model information to each Client NWDAFFL Client NWDAF for next round model training.
7.	Each Client NWDAFFL Client NWDAF updates its own ML model based on the aggregated ML model information distributed by the Server NWDAFFL Server NWDAF at step 6.
NOTE:	The steps 2-7 should be repeated until the training termination condition (e.g. maximum number of iterations, or the result of loss function is lower than a threshold) is reached.
After the training procedure is complete, the Server NWDAFFL Server NWDAF may send the globally optimal ML model information to the consumer.
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